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1. Introduction

Welcome to Managed Private Cloud (MPC), the Infrastructure as a Service platform of Equinix
Managed Solutions. MPC is using the Operational Console to control and manage your resources like
VAppS, virtual machines and networks.

This quick start guide explains how to access the MPC Operational Console and manage your
organization user accounts. Next to that it will give you guidelines and best practices for controling your
IT environment with the functions available.

Please refer to MPC Service Description for a full list of features and information.
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Figure 1 Overview MPC
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2. Concepts

To gain a good understanding of the names and terms used later on in in this document, they will be
explained first.

2.1 Equinix Customer Portal and Managed Solutions Portal

The Equinix Customer Portal (ECP) is the portal where the user management for the users who need
access to the Operational console is performed. Part of the ECP is the Managed Solutions Portal (MSP)
where you can raise tickets, services requests and get insights in the usage of the MPC service. On
the ECP you will find the Product page where you can access the Operational Console.

2.2 Operational Console

The Operational Console is the portal where all the tasks for managing your MPC environment can be
performed. The Operational Console gives you access to MPC in a certain region, MPC has four
Regions, e.g. South America, North America, Europe and Asia. If you have an MPC in a specific region,
the Operational Console will be accessable via one of the four buttons on the page.

V- EQUINIX  MANAGE ITIONS PORTA e Services Lid 2 1 3 (om!

@ @ Services v Orders & Ticket

(&} Managed Private Cloud

North America South America Europe

Equinix Managed Private Cloud

2.3 Organization

An Organization (Org) defines the customer within the Operational Console. The Org can be viewed as
a container that groups together all MPC resources like virtual datacenters (compute, storage,
networking) users and libraries located in a MPC region.

The name of the Org is needed when logging into the MPC Operational Console. Use the Org name
when this quick start guide mentions “<organization name>".

Equinix.com  © 2024 Equinix, Inc. 4



Miv-EQuiNtX

EMS - MPC User Guide — Release 1.0

2.4 Organization Virtual Datacenter (OVDC)

Customer compute, storage and networking resources are grouped in a Organizational Virtual
Datacenter (OVDC). A customer can have multiple OVDC’s with different characteristics such as the
geographic location of an Equinix IBX (Amsterdam, London or Ashburn) or with different compute
performance. If the existing capacity is not sufficient, you can contact your Service Delivery Manager
or Account Manager.

2.5 Tenant Roles

In the Operational Console, three pre-defined roles have been defined that can be assigned to users
e Tenant Admin
e Tenant User
e Tenant Viewer

When Equinix performs the initial deployment for a new MPC customer, the first user that is configured
is the customer administrator account. This account is created by Equinix during the onboarding
process and is based on the name and email provided by the customer.

The first customer administrator account added is automatically added to the “Tenant Admin” group.
Being a member of this group assigns the account all the permissions in the Operational Console.

2.5.1 Tenant Admin

Permissions:
e Access VM Console
e Create and delete Snapshots
e Create and delete personal APl Tokens
¢ Create, change and delete Organization wide Service Accounts
e Create, change and delete VMs in tenant scope
o Create, change and delete vApp’s in tenant scope
e Create, change and delete Networks in tenant scope
e Create, change and delete Content Libraries and Content in tenant scope
e Configure Edge Gateways in tenant scope
e Set Affinity Rules
e View Tasks and Event Logs in tenant scope

2.5.2 Tenant User

The Tenant User rol permissions:
e Access VM Console
e Create and Delete Snapshots
e Create and delete personal APl Tokens
e Start/ Stop VM in tenant scope
e Start/ Stop vApp in tenant scope
e Update VM Tools in tenant scope
e View Tasks and Event Logs in tenant scope

Equinix.com  © 2024 Equinix, Inc. 5
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2.5.3 Tenant Viewer

The Tenant Viewer rol permissions:
e View everything the Tenant-User can, except for:
o No VM and vApp Create / Change / Update / Delete (CRUD) permissions
o No Console Access

Equinix.com  © 2024 Equinix, Inc.
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3. Onboarding

During the MPC onboarding process you receive the following information:
e Organization name
e One or more customer accounts with one of the above roles assigned
e The ordered compute, storage and networking resources that are provisioned to one or more
Organization Virtual Datacenters (OVDC), according to the design
e Information about the connectivity to Internet, Cloud Service Providers, Colocation and/or WAN
providers
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& EMSTEST182391344-AM6-FLEX-OPTM-1-1-DEV
105662 © EUROPE-ML6

Applications CPU Memory Storage
3
e 44 GHz 34 GB 208 7B

Figure 2: Example of MPC environment after onboarding
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4. User Management and SSO

4.1 User Management

Users of the Operational Console are managed at the ECP, you can find the documentation on User
Management and Password management at the following link.
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Once the users have been added to the ECP customer can raise a Service Request to assign a MPC
Tenant role to the new user. Use the link to find the userguide for raising a service request in the
Managed Solutions Portal.

4.2 Login To The Operational Console

When logged into the ECP you navigate to the product page via the Managed Solutions Portal/
Services/ Managed Private Cloud from here you can login to the Operational Console in the region of
your choice.

v eEcuiNniIX 2/
S M Services v &Tckets v Adn v 1
o
[y ]
N
o
[ e ]
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W EQUINIX  MANAGED SOLUTIONS PORTAL Orange Senvices Lid - L @ (ow
S M  Services v Orders & Tickets Administration v Tral v Documents
y trererment Servicen | Manage Vour Sareces | Managed Private

‘&) Managed Private Cloud

North America South America Curope

Opecational Console (£ Operational Consale £ Operationsl Conscle £

Equinix Managed Private Cloud
Soive your cloud challenges with owr flewibie, scalable and secure Managed Privire COowd (MPC) service.
MPC 15 a0 Infrastructure an 2 Service (LaS) platform olering COMPULE, SUrage and NESworking IEIour(es

managed through the MPC console

Learn more (£

Equanis Customer Portal Terms of Use Privicy Statement Contact Us

When you access direct from the URL of the Operational Console and click “Sign In”, you will be
redirected to ECP where you can enter your ECP credentials.

@} Managed Private
Cloud

Organization

104831

CHANGE ORGANIZATION

&y SIGN IN

SIGN IN WITH LOCAL ACCOUNT

PRODUCT DOCUMENTATION

4.3 Using a Different Identity Source

In the ECP you can configure federation to your own identity provider so you can use your company
credentials to login to the Operational Console, you can find the instructions about federation at

docs.equinix.com

Equinix.com  © 2024 Equinix, Inc.
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4.4 API Access

Access to the MPC Operational Console API is mainly needed for programmatic access or automation
purposes. Examples of automation tools which can be used are: Terraform, Ansible, Python or just plain
XML / JSON based calls.

For authentication to the API, customers need to generate an access tokens within the Operational
Console, which supports two access methodes each serving a different purpose.

METHOD INTENDED USE

APl TOKENS e API access to the Operational Console on behalf of ECP or
Federated user accounts for personal programmatic access

e Can be configured by all ECP or Federated user accounts

SERVICE ACCOUNTS e API access to the Operational Console based on standalone
accounts that are intended for Organization wide automation and
third-party applications / tools

e Can only be configured by members of the Tenant-Admin role
e Can be assigned one of the supported roles
e Only supports APl access

4.4.1 Terraform Automation

Terraform is the preferred infrastructure as code tool that lets you define both cloud and on-prem
resources in human-readable configuration files that you can version, reuse, and share. You can then
use a consistent workflow to provision and manage all of your infrastructure throughout its lifecycle.
Terraform can manage low-level components like compute, storage, and networking resources.

Most of the functions in the Operation Console are available via the API or via Terraform. You can find
the Terraform documentation at the Terraform website:

https://www.terraform.io/docs/providers/vcd/index.html

4.4.2 APl Tokens

API Tokens can be configured by every ECP or Federated user account in the Operational Console.

To configure the personal APl Token:
1: Login to the Operational Console and access the “User preferences” in the top right menu.

(?) v
O\ 2
User preferences
Change Password
Log out
o Memory: O MB B2

Equinix.com  © 2024 Equinix, Inc. 10
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2: Go to the API Token section and click “New”

APl Tokens

NEW

Name T Type Expires On

Mo tokens found

Manage Columns

3: Give token a suitable name and click “Create”

Create General Token X

Create a general token for the current user.

Client Name * { API Token for XYZ|

4: The API Token is generated. Make sure to store the token in a safe place. After closing this screen,
the token cannot be viewed anymore from the Operational Console and must be re-generated.

Create General Token X

@ Your token was generated successfully.

@ Make sure to store the refresh token in a safe place where you can access
it. Once you close this dialog, you will not be able to retrieve this token
again.

VEWWKO: UbgJru

5: When the token is created, it’s visible in the Operational Console and can be removed when
needed.

APl Tokens
NEW
Name ) Type Expires On
Revoke vz General

Manage Columns 1-10f 1 token(s)

Equinix.com  © 2024 Equinix, Inc. 1
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4.4.3 Service Accounts

Service Accounts can be created / viewed an deleted by members of the “Tenant-Admin” roles only
due to the sensitive nature of these accounts.
Note:The Service Account will be the owner of its created objects in the Operational Console.

To configure a Service Account:

1: Login to the Operational Console and access the “Service Accounts” option in the “Administration”
section and click “New”.

:.: Managed Private Cloud Data Centers Applications Networking Content Hub Libraries Administration Monitor O

\

Service Accounts

.
& Access Control v NEW  REVIEW ACCESS REQUESTS
Users
Name Y Role Status Software ID Client URI
Groups

Service Accounts
4 Certificate Managem... Vv

Certificates Library

2: Give the Service Account a suitable name, assign a role and use the magic wand to generate unique
ID. Click “Next” to continue.

New Service Account General
Name * SA-Automation-XYZ
1 General
Assign Role * Tenant-Admin v
Select a role
Software ID * 471a4036-m = o -0fec02463e6f /

Software Version

Client URI

3: Optional: Assign quota’s to the Service Acount one or more types of limits.
New Service Account Quotas

1 General

2 Quotas

Name Quotas

v All VMs quota 1 : Uni

CPU quota

Memory quota

Number of Tanzu Kubernetes clusters
Running VMs quota 1 Quota Resources

Storage quota

Equinix.com  © 2024 Equinix, Inc. 12
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4: Click “Finish” to create the Service Account.

New Service Account Review and Complete
1 General General
2 Quotas Name
Role
3 Review and Complete Software ID

Software Version

Client URI

Quotas

No quotas have been assigned.

SA-Automation-XYZ
Tenant-Admin

47124036~ - 016c02463e6f

CANCEL PREVIOUS m

5: After the Service Account is created, the APl key can always viewed in the “Client ID” field when
opening its properties. Most settings of the Service Account can be modified afterwards via the “Edit”

option.

=

[ 4 Al .

‘., Managed Private Cloud Data Centers  Applications
-

Service Accounts

Users

Name
Groups

. o SA-Automation-XYZ
Ed Certificate Managem... v
Certificates Library
&= Resources v
Organizations
@ Settings v
General
Email
Guest Personalization
Metadata
Muiltisite
Policies

Quotas

Networking Content Hub Libraries

% Access Control W NEW  REVIEW ACCESS REQUESTS  EDIT  DELETE

SA-Automation-XYZ

General

Name

Status

Role

Software ID
Software Version

Client ID

Client URI

Quotas

SA-Automation-XYZ
Created
Tenant-Admin

47124036~

25171F4f-

% copy

Administration

Monitor O\

-0f6c02463e6f

-71527087alba

No quotas have been assigned

Equinix.com  © 2024 Equinix, Inc.
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4.4.4 API Explorer

To graphically view, test and execute API calls the API Explorer is accessible via the Operational

Console.

1: Go to “API Explorer “ in the top right menu under the “Help” section.

Monitor

API Explorer
Help x'
Keyboard Shortcuts %/

About *;

o ®

2: The API Explorer provides access to the Swagger based JSON API on behalf of the logged-in user

account.
1 swagger

WMware Cloud Director OpenAPl i

as described below.

fapi ORG-TE! json

VMware Cloud Director OpenAPI®

5 a new API that is defined using the OpenAP| standards.

This ReSTful AP borrows some elements of the legacy VMware Cloud Director AP| and establishes new patterns for use

accessControls

Get the access-control

Parameters

Name

objectid *

string

(path)

page *
integer

(query)

pageSize * e
integer
(query)

Responses

f1.8.8/entities/{objectId} faccessControls Getthe access-control list for the specified vCD entity.

list for the specified vCD entity.

Description

Page to fetch, zero offset,

Default value: 1

Results per page to fetch.

Default value; 25

Examgle Value | Mode!

"entityId™: "string”,
"associationId": "string®

"accesslevelld”: "urnivcloud:accesslevel: Kxuxnn-Xum- XK -X K- XXX KooK

Equinix.com

© 2024 Equinix, Inc.
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5. Use of the Operational Console

From the Operational console you can execute the actions to create VMs, networks and security rules
below you will find topics related to applications, Virtual Machines, Snap shots and networking.

5.1 VAPP

A VApp is a set or group of virtual machines within the virtual data center, for example an application
landscape. You can manage the machines as a set, for example taking a snapshot or restarting it. Of
course it is also possible to manage the individual virtual machines as vApp. VMs and vApps can get a
lease, that is, they are cleaned up automatically after a period of time, the default is set to never expire.

5.1.1 Create a new VApp
A vApp can initially be created with or without virtual machines. Creating a vApp without VMs is for
example usefull if you want to create the network within the vApp before creating the virtual machines.
1: Go to the main page under Applications > vApps click on Build New vApp.

i Compute W VADDS

VADPS

Find by: MName h ADVANCED FILTERING
Virtual Machines )

Affinity Rules 3 Virtual Applications  Expired: Mo x

>

3 Metwaorking v NEW ~

Networks
Edges VAPP3 VAPPZ VAPP1
E Storage v

Named Disks Mever Suspends @)
0S/20/2024, 04:27:52 PM

system

OS/20/2024, 0418:01 PM
system

Storage Policies

system

=@

Settings v o ;
Seneral 8 B8 @ @ g 8 @m @ g B wm @
P Steage  Memory  Networks s ¥y Networs chus Storag Mamory  Networks
Metadata
sharing

Kubernetes Policies
ACTIONS » DETAILS ACTIONS ~ DETAILS ACTIONS ~ DETAILS

Give a name and description to the vApp and click on build. Wait for the proces to finish.

New vApp
Name * vApR!
Description { vapp|
Power on
WVirtual Machines os Compute

CANCEL CREATE

Equinix.com  © 2024 Equinix, Inc. 15
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2: Options in the vApp window
e Click on power to turn on the vApp, shut it down, restart it or pause it. This will only work if there
is a virtual machine in the vApp.
e Click on more to add or remove a VM to/from a vApp
e Click on details if you want to find or change additional information.

5.2 Virtual Machines

Virtual machines can be created in two ways, as part of a VApp or as a separate virtual machine. Equinix
advices to create a VM always as part of a vVApp, a VApp can contain up to 100 VMs. Afterwards a VM
can always be moved to another vApp. It is also possible to create a network between two VMs in
different vApps.

Advantages of creating a VM as part of a vApp are:

The ability to group VMs for task, function or backup / archive retention.

Configure the VM startup and shutdown sequence.

Better insight into VM network configuration through vApp “Network diagram” function.
Apply delegated management by granting rights.

The allocated storage resources and the amount of GBRam of a VM counts as used storage for the
allocated Storage Policy. When you start a VM, the compute resource are subtracted from the compute
guota of the OVDC.

When creating a new VM, the most common OS installation options are:

1. A new VM is created, after which an I1SO file is chosen from the own private catalog (see 5.3
Catalogs), or from the shared Equinix catalog. When you turn on the VM, it starts from the 1ISO
file and the installation can be started.

2. A new VM including vApp is created from an OVF / OVA file that exists at the administrator's
workstation as part of the creation procedure.

5.2.1 Creating a virtual machine

1: Go to the main page under Applications > Virtual Machines click on Create VM or click on more at
an vApp and choose Add VM.

il Comparts ¥ Virtual Machines

VADPS
Find by Mama o
virtual Machanes
ety Rubes 5 virtual Machnes Exp#ed Mo =

o ’

Metworks

Equinix.com  © 2024 Equinix, Inc. 16
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i Compute w

VADpS

Virtual Machines

Affinity Rules 3V ed: Mo ®x Clear all filters
@ Networking ~ N
Networks

Edges

E Storage ~
Named Disks
Storage Policies Add
& Settings “

General

Metadata

Sharing

BADGES

Kubernetes Policies
ACTIONS ~ DETAILS ACTIONS

2: Follow the steps in the dialog and click on OK and wait for the creation of the VM.

a. Choose a name and computername and enter.
b. Choose New at Type.
c. Choose or the VM has to start directly after creation.
d. Choose OS family, Guest OS, Boot image
e. Boot option, EFI Secure Boot, enter Boot setup
f.  Trusted Platform Module
g. Compute, CPU, cores, Memory
h. Storage, storage policy and size
MNew VM

e

Compuiten bama ¢ el

P—
rree o
- g

Operating System

P MaroRc Windows
Guition acracl Windows Sarver 037 [B4-8E)
— SW_DWD_wan_Sarver, STO_COSE_J0W_WOR T_S404_Ergiwn DC STD MUF_¥I3-MITN80

Boot Options

-
a
Beot e »
S
- »
Comgute
& 2
Corm pae vk 2
ey o vecints
" .
Sx0rag
. i o saresnos -

Equinix.com  © 2024 Equinix, Inc.
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i. Networking configuration

MNetworking < uNpDo cHANGES AND GO BACK ADD
NIC Network Network Adapter Type IP Mode IP Address IP Type Primary NIC
! @
MNone b VMXNET3 ~ w Auto-assigned -

v

g

3: In the Virtual Machines screen
1. Click Power to turn on, turn off, restart, or pause the VM. This is only possible if there are VMs
in the vApp.
2. Click More to mount installation media, work with snapshots to open the console or to delete.
3. Click on View and / or change details or additional matters

) : Find by: Name v ADVAMNCED FILTERING
Virtual Machines - -
Affinity Rules 5 Virtual Machines  Expired: No x  Clear all filters
© Networking v
NEW VM
Networks
Edges VMDebian1 VMUbuntu2
= storage v Powered on Powered on
VM Console VM Console
Named Disks Runtime lease Never Suspends @ Runtime lease Never Suspends @
st polici Created On 05/20/2024, 04:27:41PM Created On 05/20/2024, 04.25:41PM
O ag e IES Owner system Cwner system
@ Setti vApD VAFPP3 vADD VAPP2
v
S ngs Guest 05 Debian GNU/Linux 12 (64-bit) Guest 05 Ubuntu Linux (64-bit)
General 5 @= @ 5 m™ @
CPUs Storage Memory Networks CPUs Storage Memory Networks
Metadata 2 604GB@ 4GB o 2 206GB@ 6GB ®
Sharing BADGES BADGES
Kubernetes Policies
ACTIONS v DETAILS ACTIONS ~ DETAILS

5.2.2 Link installation media from catalog to a VM

If a catalog is already present and installation media has been uploaded, it can be linked to the VM.

Equinix.com  © 2024 Equinix, Inc. 18
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1. Find the VM and click on More.

Snapshot

VM Console

Media

nstall VMware Tools

Move

Copy

Edit Badges

ACTIONS ~ DETAILS

2. Choose Insert Media and select the installation file, this is going to be connected as a virtual
CD-player.

Insert CD X

Select the media file to insert in the VM

Media available now:

MName T Catalog T Owner T Created On

Rocky-9.3-x86_64-dvd.iso AMBE-FLEX-1-05-CATALO... system 5/22/2024 12:2756 P.
ubuntu-20.04 6-live-server-amdsd iso AMBE-FLEX-1-0O5-CATALO.. system 5/22/2024,12:33:44 P.
SW_DVD9_Win_Server_STD_CORE_2019_1809.7_64Bit_English_DC_STD_MLF_X22-38323i..  AMG-FLEX-1-OS-CATALO... system 5/22/2024, 12:3112 PM
AlmaLinux-9.3-x86_64-dvd.iso AME-FLEX-1-05-CATALO... system 5/22/2024,12:22:31 PM
SW_DVD9_Win_Server_STD_CORE_2022_210811_64Bit_English_DC_STD_MLF_X23-17134.1.. AMBE-FLEX-1-05-CATALO... system 5/22/2024 12:3314 PM
debian-12.5.0-amd&4-DVD-1iso AMBE-FLEX-1-05-CATALO.. system 5/22/202412:23:47 P..
Rocky-8-latest-x86_64-dvd.iso AMBE-FLEX-1-05-CATALO... system 5/22/2024,12:26:10 PM
ubuntu-22.04 4-live-server-amd64.iso AMBE-FLEX-1-05-CATALO... system 5/22/2024 12:33:52 P_.
AlmaLinux-8.9-x86_64-dvd.iso AMBE-FLEX-1-OS-CATALO. .. system 5/22/2024,12:16:46 PM

< >

1- 9 of 9 media

Selected media:

3. As soon as the job is finished it is adviced to decouple the installation file via Eject Media
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5.2.3 VM Console
A virtual machine can be managed via the Operational Console at any time. There are 2 different VM
consoles:

e the Web Console which works from your browser.

e the VM Remote Console which requires installing a plug-in.

Using (installation) media (ISO) directly from your device to boot or install a VM is not possible. The
media should first be uploaded to the catalog.

The VM Remote Console plug-in for Windows devices is available in the shared catalog. For MacOS
and Linux (incl. Windows), VMRC functionality is respectively part of VMware Fusion Pro and
Workstation Pro when the. Both are available in two licensing models, which are commercial (licensed)
and personal use (free) and are not part of MPC nor are provided by Equinix.

1. Find the VM from the vApp or the Virtual Machines overview.

2. Click on More and choose the console type you want to use, the web console where no plugin
is needed or the VM Remote Console where this is necessary.

ACTIONS v DETAILS

VM Console
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5.2.4 Snapshots

A snapshot is a mechanism for taking a snapshot of the complete VM or vApp before an action.
Operational Console provides the ability to take only one snapshot with or without the active memory
state. The snapshot mechanism will double the storage usage of the VM or vApp.

Snapshots can impact the performance of the VM. It is recommended to save a Snapshot for a
maximum of 2 or 3 days, after a week the Snapshot will be automatically removed.

If the state of the VM needs to be saved longer, create a clone or make a backup of the VM or vApp.

1. Find the VM or vApp and click on Actions, Snapshot and choose Create Snapshot and

confirm.
ONS A
Snapshot
Create Snapshot
Create a VM Snapshot? This will replace any existing snapshots for this VM
Snapshot the memory ® ]
of the virtual machine
Quiesce the guest file [ @]
system (Requires
installed VMware
Tools)
ACTIONS v DETAILS PIscARD S

2. To go back to the stored status of the VM in the snapshot, choose Revert to Snapshot and
confirm.

3. To remove the snapshot choose Remove Snapshot and confirm

e When a new Snapshot is created from a VM with an existing Snapshot the old Snapshot will
be removed.

e To have access to all the Snapshot options, the VMware tools needs to be installed in the VM.

5.3 Catalogs

The catalog in Operational Console is where vApps, virtual machines and other media files (ISOs, for
example) are stored. Equinix provides a shared Catalog with a number of ISOs to get you started. The
shared catalog is tied to the OVDC or, more precisely, metro of your environment. You can also create
your own private catalog to store installation media or templates, you can upload files yourself or save
them as a template based on previously created virtual machines or vApps. The files stored in the
private catalog are part of the storage quota of your OVDC. All software uploaded needs to be licensed
according to the vendors and Equinix policies, next to that the catalog may only be used for ISO’s and
OVF’s.

5.3.1 Creating a catalog

1. In order to store the installation media or templates, a catalog must first be created
Go on the home screen to the three horizontal stripes (see diagram below).
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:.: Managed Private Cloud Data Centers Applications Networking ContentHub | ;  Libraries Administration Monitor
-

Catalogs
& Welcome to Content Hub
it Content NEW 3
84 Catalogs | 2

Name (. 4 Version Status Shared External

2. Manaoe Resources =

2. Inthe Content Hub screen go to Catalogs and choose New.

3. Give a hame and description to the catalog. You can store the catalog on the available storage
profiles. By default the fastest profile is chosen. To choose a profile, turn on the Pre-provision
on specific storage policy select the ORGOVDC and choose the specific storage policy.

Create Catalog

Name this Catalog

media that you frequently use

You can use a catalog for sharing vApp templates and media with other users in your erganization, You can also have a private catalog for vApp templates and

Name *

Description

Pre-provision on specific storage
policy

Org vDC

Storage Policy

NEW_CATALOG

Description
)
OVDC-TEST A
MPC-HIGHPERFORMANCE-S-1 v

(e | I

5.3.2

Adding installation media

When the catalog is available, you can upload installation media to it.

1. Go to Content Libraries > Media & Other en choose Add.

All Catalogs > NEW CATA

General
Application Images
vApp Templates
Helm Charts

Media

Metadata

LOG » Application Images

E] NEW_CATALOG  sware  pusuisn serrines

ALL ACTIONS ~

Name T Application Name T Application Version

2. Select the catalog in the new opened screen and click on the icon with the arrow upwards to
start the dialog to the file browser. Select the installation file and click on ok.

Equinix.com
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Name

Upload Media

Catalog *

Description

Select media to upload *

Selected File
« ubuntu-20.04.6-live-server-amde4 iso

?

ubuntu-20.04.6-live-server-amdes

3. Edit the name if necessary and choose OK, the upload proces will now start.

ADD

T

ubuntu-20.04 6-live-serv

Application Name

ubuntu-20.04 6-live-serv.

Application Version

ved-ch-app-ver1.0.0Hic

Status

Resolved

Owner

system

OVDC-TE

Created On

05/31/2024, 120841 P.

Storage Palicy

MPC-HIGHPERFORMANCE-

Storage
used

139GB

In the overview screen of Media & Other there will be a rotating circle at status as long as the upload is
in progress. When the upload is complete there will be a green check mark. The file is now ready to

use.

4. If you click on the three dots in front of the name, you can choose to delete the file or download
it back to the workplace.

5.3.3 Create a vVApp Template

A vApp template can be created based on an upload from a local workstation or based on a already
existing VApp. If a template must be created for a single VM based on vApp, it is only possible if it is

the only VM in the vApp.

1. Find the vApp what the template should be made of and click on More en choose Add to

Catalog.

Equinix.com

i Compute
VADDS
Virtual Machines
Affinity Rules

£3 Networking
Networks
Edges

£ Storage
Named Disks
Storage Policies

& Settings
General
Metadata
Sharing

Kubernetes Policies

yAnne

Fin

3v ad: Mo »
N
are
=g
MITSIPM
Networks
BAD
ACTIONS ~ DETAILS
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Choose the catalog where the template should land and enter a name. You can choose to make a exact
copy but you can also choose to have VM settings adjusted. This only works if VMWare tools are

installed before the template is created.

Add to Catalog: vAPP1

Add this vApp to catalog:

Catalog: * NEW_CATALOG l
@ This catalog is local to your organization
MName * vAPP1

Description

B

When using this template: Make identical copy

° Customize VM

This setting applies wher
VMs fro

vApp based on this template. It is ignored when building a vApp
using individual VMs from this template

v

2. To access the vApp template gto to Content Hub > Catalogs > open the catalog.

B NEW_CATALOG siase  susuisi serrincs At AcTions

(General
[Application Images ADD

vApp Templates

Helm Charts
ved-ch-app-ver1.0.0: MUt NEW_CATALOG Ready

Media

VM App

Sour]

Once available, the template can be used to roll out new machines. See the work instruction "Working

with vApps and VMs".

5.3.4 Shared Catalogs

Equinix offers a catalog (* OS-CATALOG-1) per MPC metro containing a number of OS variants.

Choose the catalog with the location where the Virtual Machine will reside.

The shared catalog is associated with your PMC variant (FLEX, ST) per metro, so if a customer is using

MPC FLEX and MPC ST in one Metro customer will see two catalogs for that Metro.

Hame tor | Version Status Shared External T Owner

Media & Cther

5.4 Connectivity

The Operational Console offers a number of ways in which you can connect and access your services

Equinix.com  © 2024 Equinix, Inc.
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with your organization or the rest of the world. Depending on your choice an OVDC is created with
Bridging (MPC Connectivity Customer Routed in your order) or Routing (MPC Connectivity Routed in
your order).

5.5 Networks

Depending on your choice for Customer Routed or Routed the network functions in your Console will
differ.

In the operational Console 2 types of networks can be created in Self Service, isolated and routed:

e An isolated (internally connected) network is a network that only exists for VMs within the
OVDC. Creation of isolated networks is described in How to create an isolated OVDC network.

o Arouted network (externally connected) provides access to networks outside the OVDC via the
edge gateway. Creation of routed networks is decribed in How to create a routed OVDC

network.
MPC CONNECTIVITY TYPE ISOLATED ROUTED
BRIDGING Yes No
ROUTING Yes Yes

From here you can start building your VMs or change the configuration.

In the next sections we give a brief introduction about commonly used network task in the MPC
Operational Console:

e MPC Firewall Architecture

e How to create an isolated OVDC network
e How to create a routed OVDC network

e How to create firewall rules

e How to create NAT rules

e How to configure IPsec VPN

e How to create Distributed Firewall Rules (we need Datacenter Group here)

5.5.1 MPC Gateway Firewall Architecture

The MPC Firewall design includes two types or layers of firewalls, Gateway Firewalls and the Distributed
Firewall.

Gateway Firewalls are North-South Firewalls that are designed to protect the MPC's perimeters or
boundaries, whereas Distributed Firewalls are East-West Firewalls that protect workloads at the vNIC
level.
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Tier-1 Tier-1
North-South

Gateway Firewall

Distributed Firewall

5.5.2 How to create an isolated OVDC network

Overview

An organization virtual data center network enables its virtual machines (VMs) to communicate with
each other or to provide access to external networks. A single OVDC can have multiple networks.

h

Figure 3 Isolated Network

Equinix.com  © 2024 Equinix, Inc. 26



Miv-EQuiNtX

EMS - MPC User Guide — Release 1.0

Creating an isolated network..

1. Inthe Operational Console Virtual Datacenters dashboard, select the OVDC in which you want
to create the network.

2. Inthe left navigation panel, select Networks.

:ii Compute v,
VApPpPS
Virtual Machines
Affinity Rules

@ Networking v
Edges

E Storage v
Named Disks
Storage Policies

& Settings v

General

Miobociag

3. Click New
Networks

NEW

4. Scope, we select the current OVDC for current isolated network

New Organization VDC Scope
Network

1 Scope

2 Network Type

CANCEL E
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5. Inthe Network Type page of the New Organization VDC Network dialog box, select Isolated
then click Next.

New Organization VDC Network Type
Network
Select the type of network that you are about to create
1 Scope Routed
This type of network provides controlled access to machines and networks outside of the VDC or VDC Group through an edge gateway
2 Network Type
@ Isolated
This type of network provides a fully isolated environment, which is sccessible only by this erganization VDC or VDC Group.

CANCEL PREVIOUS NEXT

6. Inthe General page, enter a Name and Description for the network

7. Inthe Gateway CIDR field, select the ip-space for the network from the drop down list. The list
of gateways is pre-populated by Equinix based on customer input during deployment.

Dual Stack can be switched on when IPv6 is used

Guest VLAN Allowed can be switched on multiple VLAN’s within connected VMs

©®

New Organization VDC General
Network
Name * NET-ISOLATE

1 Scope
Description

2 Network Type

3 General

Dual-Stack Mode @ No)
Gateway CIDR * i 19216811/24) iv @
Guest VLAN Allowed >

CANCEL PREVIQUS MNEXT
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10. Click Next.
11. Optional: In the Static IP Pools field, enter a range of addresses to be consumed by
the VMs connecting to the network, then click Add. In this way the Operational Console
will automaticly select a IP-address when creating a VM, otherwise you need to add

the IP-address manually during VM creation.

As an example, if you give the gateway address as 192.168.1.1/24, you may then want to create a
Static IP Pool of 192.168.1.10-192.168.1.100. This will give you a pool of 91 IP addresses to assign to
machines within your network. You can always increase this later if needed.

You can add multiple IP pools.

2 Network Type

3 General

4 Static IP Pools

New Organization VDC Static IP Pools
Network
Gateway CIDR 192.168.1.
1 Scope Static IP Pools

Enter an IP range {format- 19

V24 ©

216812 - 192.168.1100)

Allccated IP Ranges List
192.168.1.10 - 1921681100

Total IP addresses: 91

12. When you’re done, clieck Next.

13. Optional: In the DNS page, enter the DNS information then click Next. In this way the
Operational Console will configure the DNS settings when creating a VM, otherwise you need

to add the DNS information manually during VM creation.

Network

1 Scope

3 General

5 DNs

New Organization VDC DNS

Primary DNS

Secondary DNS

2 Network Type

DNS suffix

4 Static IP Pools

CANCEL

PREVIOUS

Equinix.com
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14. On the Ready to Complete page, review your selections then click Finish.

Network

1 Scope

2 Network Type
3 General

4 Static IP Pools

5 DNS

New Organization VDC

6 Ready to Complete

Ready to Complete

Scope
site

Scope

General
Name
Description
Network Type

Guest VLAN Allowed

Gateway CIDR
Dual-Stack Mode

Gateway CIDR

Static IP Pools

Static IP Pools

DNS

©® EUROPE-ML6

¢ OVDC-TEST

MNET-ISOLATE

Isolated

Mo

No

192.168.1.1/24

» 192168110 - 192168120

CANCEL [ PREVIOUS ‘ FINISH

5.5.3

Overview

How to create a touted OVDC network

A routed OVDC network enables its virtual machines (VMs) to communicate with each other or to
provide routed (L3) connectivity to external networks. A single OVDC can have multiple routed
networks. The process is different based on the use of Distributed Firewall functionality for the network

yes or no.
Note:

F/oY

Figure 4 Routed Network

Creating a routed network

1. Inthe Operational Console Virtual Datacenters dashboard, select the OVDC in which you want
to create the network.

2. Inthe left navigation panel, select Networks/New

Equinix.com
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< All Virtual data centers Site: EUROPE-ML6 | Organization: ORG-TEST | Data center: OVDC-TEST

L4
Networks

::: Compute v

NEW

VApPPS

Virtual Machines Name O 4 Status Gateway CIDH

Affinity Rules

@ Networking v

Networks

Edaes

3. Scope, we select “Current Organization Virtual Data Center” if we are not going to use DFW

New Organization VDC Scope
Network

° Current Organization Virtual Data Center

1 Scope Provides connectivity for VMs in the current VDC only

CANCEL NEXT

4. In the Network Type page of the New OVDC Network dialog box, select Routed then click
Next.
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New Organization VDC Network Type
Network
Select the type of network that you are about to create
1 Scope © Rrouted
This type of network provides controlled access to machings and networks outside of the VDC or VDC Group through an adge gatewsy
2 Network Type
Isolated

s type of network provides a fully isolated environment, which is accessible only by this organization VOC or VDC Group,

CANCEL PREVIOUS l NEXT

5. Edge connection, we have to select Edge gateway which you want to connect the routed

segment.
New Organization VDC Edge Connection
Network
Name | § External Networks Org VDC Networks
1 Scope
© rtest 1 0
2 Network Type
3 Edge Connection
1-10f 1Edge Gateway(s)
Distributed Routing @
CANCEL PREVIOUS

6. Inthe General page, enter a Name and Description for the network.
7. Inthe Gateway CIDR field, select the ip-space for the network from the drop down list. The list
of gateways is pre-populated by Equinix based on customer input during deployment.

8. Dual Stack can be switched on when IPv6 is used
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9. Guest VLAN Allowed can be switched on multiple VLAN’s within connected VMs

Note: If Distributed Routing is switched on, Gateway firewalling on this routed network is not possible,
in that case Distributed Firewall can be used and North South Firewalling is still possible. When
switched off, only Gateway firewalling is possible on this routed network.

New Organization VDC General
Network
Name * MET-ROUTED
1 Scope
Description
2 Network Type
3 Edge Connection
y
4 General
Dual-Stack Mode @ N6
Gateway CIDR * i 192168 {1724 iv @
®
Guest VLAN Allowed »
CANCEL \ PREVIOUS ‘
10. Click Next.
New Organization VDC Static IP Pools
Network
Gateway CIDR  192.168.1.1/24 ()
1 Scope Static IP Pools

[N}

Network Type Enter an IP range (format: 192,168.1.2 - 192.168.1.100)

w0

Edge Connection
Allocated IP Ranges List
General 192.168.1.10 - 192.168.1.20

s

v

Static IP Pools

Total IP addresses: 11

CANCEL PREVIOUS NEXT

Optional: In the DNS page, enter the DNS information then click Next. In this way the Operational
Console will configure the DNS settings when creating a VM, otherwise you need to add the DNS
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information manually during VM creation.

11. Select Finish

New Organization VDC
Network

1 Scope

¥

Network Type

w

Edge Connection

Y

General

w

Static IP Pools

6 DNS

~

Ready to Complete

Ready to Complete

Scope
Site

Seope

General
Name
Description
Network Type
Connection
Distributed Routing

Guest VLAN Allowed

Gateway CIDR
Dual-Stack Mode

Gateway CIDR

Static IP Pools

Static IP Pools

@ EUROPE-MLE

¢ OVDC-TEST

NET-ROUTED

Routed

+$ Tl-test

Active

Mo

No

192.168.1.1/24

= 192.168.1.10 - 192.168.1.20

cancer | erevious | [N

Note: When using the Distributed type of routed network, firewalling network traffic between Distributed
networks is only possible by using Distributed Firewalling since traffic does not passes the Edge
Gateway. Traffic to and from Internal or External network will pass the Edge Gateway and can (also)

be firewalled there.

Using the Distributed Firewalling requires the “MPC Service Option for “Distributed Firewall”, this option
can be ordered as part of your MPC contract.

Guest VLAN Allowed

Enabling this option allows you to configure TAGs on the network interfaces of the VMs and allows you
to have several VLANs on same network.
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12.

Edit network: 'NET-ROUTED'

General Connection

Name * NET-ROUTED
Description
Y
Dual-Stack Mode » o
Gateway CIDR 192.168.1.1/24
Shared @

[Guest VLAN Allowed @

DISCARD SAVE

On the Ready to Complete page, review your selections then click Finish.

Now you've created your network to connect your OVDC with the outside world, you may want to
configure your edge gateway to control what traffic is allowed into and out of your OVDC.

5.5.4 How to create Gateway Firewall Rules

Overview
The Operational Console provides a fully featured layer 4 firewall to control transit from inside to outside
security boundaries, and within the various OVDC networks you create.

When you specify networks or IP addresses, you can use:

An individual IP address

IP ranges separated by a dash (-)

A CIDR, for example, 192.168.2.0/24
The keywords internal, external or any

F/oY
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Creating firewall rules

1. In the Operational Console Virtual Datacenters dashboard, select the OVDC that contains the
edge gateway in which you can create the firewall rules.

2. Inthe left navigation panel, click Edges, and on the right you could see the Edge gateway

¢ All virtual data centers Site: EUROPE-ML6 Organization: ORG-TEST Data center: OVDC-TEY

P
-~

Edge Gateways

i Compute v
VAppPS

Virtual Machines
Name oy Status A Scope

Affinity Rules
Ti-test () Normal ¢y OVDC-T|
@ Networking v

Networks

1

Storage v

3. Select the edge that you want to configure and select firewall tab.

All Org VDC Edge Gateways > Ti-test

L
€. Tl-test

+

-~

Configuration General

General

Rate Limiting Name Ti-test
Services Status © Normal
Description

NAT

IPSec VPN Allow Non-Distributed Routing No
Load Balancer Connected Yes

General Settings Provider Gateway sl6-tst-nsxgw-01-t0-test
Routing

Static Routes

) Scope

Security

Static Groups Organization Virtual Data Center ¢ OVDC-TEST

IP Sets

Organization o ORG-TEST

Application Port Profiles

Network Context Profiles
IP Management v

4. Inthe Firewall tab, you can create firewall rules.
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€5 Titest

Configuration
General NEW EDIT RULES

Rate Limiting

Services Categery T State T Applications T Content
Firewall
MNAT

IPSec VPN

Load Balancer

General Settings

Routing
Static Routes

Security

IP Management

5. Click the NEW option to add a new rule

)
€2 Ti-test

Configuration

General EDIT RULES

e e e e T L
Psec VPN

6. For the New Rule, specify:

e Name

e Applications

e Context

e Source (IP address, IP sets, Static Groups)

e Destination (IP address, IP sets, Static Groups)

e Action (Allow, Drop, Reject)

e Protocol (IPv4, IPv6 or both)

e Login

e Comments

37
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New Rule
Name Rule-name
Category User defined
State [ @)
Applications HTTP
Context
Source 192.168.15-192.168 1.10
Destination 10.20.30.10
Action Allow v
IP Protocol 1Pva -
Applied To - -
Logging [ @)
Comments Comments
DISCARD

7. In the Source and Destination fields, specify the source and destination addresses for the
firewall rule.

e To specify an IP address or range, click IP and enter the appropriate Value. When you're
done, click Keep.

Select Source Firewall Groups

Any Source
Firewall Groups Firewall IP Addresses

(I show selected

[J | Name S 4 Type T Description
[ IP-Set-test IP Set
] static-Group-test Static Group

1- 2 of 2 firewall group(s)

DISCARD

If you're likely to reuse a group of the same source or destination IP addresses in multiple rules, select
the Grouping Objects tab and click + to create an IP set. You can then select this IP set in the Select
objects dialog box.
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4-*-’ Ti-test

Configuration
General NEW EDIT  DELETE
Rate Limiting

Services Name T v | Staws v | o
Firewall
NAT

IPSec VPN

©Q  iP-settest (&) Normal

Load Balancer
General Settings

Routing
Static Routes.

Security
Static Groups
IP Sets
Application Port Profiles
Network Context Profiles

Edit IP Set

Name * { IP-Set-test]
Description
A
IP Addresses Enter an IPv4 or IPv6 address, range or CIDR (§)
192.168.1.12

8. Inthe Application field, click + and, in the Add Service dialog box, specify the Protocol, Source
Port and Destination Port for the rule or you can define a custom port protocol. When you're
done, click Keep.

Applications and Raw Port-Protocols
Applications  Raw Port-Protocols
Choose a specific @
application
(D show selected
) Name ? Description Type Protocol & Destination
X Y Ports v
[J  ADserver AD Server Default TCP: 1024
] Active Directory Server Active Directory Server Default TCP: 464
[LJ | Active Directory Server Active Directory Server Default UDP: 464
) cM-HTTP CIM-HTTP Default TCP: 5988
(] aM-HTTPS CIM-HTTPS Default TCP: 5989
() ' ocMm Java Object Cache DCM Java Object Cache Default TCP: 7100
[J DHcP, MADCAP DHCP, MADCAP Default UDP: 2535
DHCP-Client DHCP-Client Default UDP: 68
v
1-150f 412 Application(s) K < 1/28 > Dl
DISCARD
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Applications and Raw Port-Protocols
Applications Raw Port-Protocols

Ports and Port Ranges should be comma separated. Up to 15 supported

ADD

Type Source Ports Destination Ports

No Raw Port-Protocols found

DISCARD ‘

You can create Custom applications in advance and apply in the firewall rule.

¥
€ Ti-test

Configuration Custom Applications @
'
Services - T v | Samn T | escripuon Protocol and Destnation Parts
Firewall
NAT
1PSec VPN

Load Balancer

General Settings

Default Applications @

Routing
Statc Routes v s Y  Description Proteces ana Destination Ports
TCP . W24
Security

Static Groups
P Sets Active Directory Server UD#
Application Port Profiles o
Network Context Profies CIM-HTTFS

P

P Management -

New Application Port Profile
Name * .ADDHCBEIOM

Description

ADD PORT PROFILE

Protocol Ports
TCP - i 664

Ports separated by

=0
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9. Select whether the rule is an Accept or Deny rule.
10. If you have a syslog server configured, select the Enable logging check box.
11. Click Save changes.

Example

A common use case for a firewall rule is to allow HTTPS through from the internet. The following
example uses allocated public IP addresses.

In the example below, the source is any (any IP address within the OVDC). The source port is also any.
The destination is a private IP address and the destination port is 443 for HTTPS.

New Rule

Name HTTP inbound

Category User defined

State [ @)

Applications HTTPS

Context

Source Any

Destination 192.168.1.10

Action Allow v
IP Protocol Pvd w
Applied To - -
Logging »

Comments

For this to work you need an DNAT configuration. See the next section “How to create NAT rules”.

5.5.5 How to create NAT rules

Overview

Network Address Translation (NAT) allows the source or destination IP address to be changed to enable
traffic to transition through a router or gateway.

This guide explains the most common types of NAT within your edge gateway:
e Destination NAT (DNAT) - changes the destination IP of the packet.
e Source NAT (SNAT) - changes the source IP of the packet.

Other options are:
e NO DNAT
e NO SNAT
e REFLEXIVE
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For a virtual machine (VM) to access an external network resource from its OVDC, the IP address of
its network can need NAT in certain use cases, in that case use:

e The public internet IP addresses provided by Equinix.
e The private networks via MPC Connect.

Note

¢ This functionality is mostly applicable if the Edge Gateway is configured with Public IP’s while
the VMs are using Private IP’s.

o NAT rules only work if the firewall is enabled. For security reasons, you should ensure that the
firewall is always enabled.

Creating a DNAT rule

DNAT changes the destination IP address of a packet and performs the reverse function for any replies.
You can use DNAT to publish a service located in a private network on a public IP address.

To create a DNAT rule:

1. In the Operational Console Virtual Datacenters dashboard, select the OVDC that contains the
edge gateway in which you to create the DNAT rule.

2. Inthe left navigation panel, click Edges.

Edge Gateways
:2: Compute v
VApPPS
Virtual Machines

Name ™ 7T Status w Scope

Affinity Rules

@ Networking v

Networks

Edges

& Storage v

< All Virtual data centers Site: EUROPE-ML6 | Organization: ORG-TEST Data center: OVDC-TEY

T1-test ) Normal ¢y OVDC-T|

Select Nat tab

¥
€ Ti-test

Configuration
General
Rate Limiting

Services Name T  Category T  State Y  NAT Action Y  ExtemallP Y intemal P T Application Y  Extemal Port
Firewall
NAT

IPSec VPN

Load Balancer
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3. Inthe NAT section, click + DNAT Rule.

~
Name * DMNAT-rule
Description
A
NAT Action * SNAT >
External IP * 10.20.40.95 hd
Translated IP or CIDR
Internal IP 192.168.1.10
Source IP or CIDR
Destination IP
@ Advanced Settings
State [ @)
Logging a»
Priority o e
If an address has multiple NAT rules, the rule with the
highest priority is applied. A lower value means a higher
precedence for this rule
Firewall Match Match Internal Address ~ @
Determines how the firewall matches the address
during NATIng if firewall stage is not skipped
Applied To - v
Applies this NAT rule only for the selected Org Vdc
network. Only networks with distributed routing v
dicablad man b e
DISCARD SAVE

4. Inthe NAT Action select the type of NAT rule

Add NAT Rule
Name * DMNAT-rule
Description
Y
NAT Action * DNAT ~
DNAT
External IP * SNAT
NO DNAT
External Port NO SNAT
REFLEXIVE
Internal IP *

Enter an External IP. For example 10.30.40.95
Enter an External Port. For example 443
Enter Internal IP. For example 192.168.1.10
Application

Advance Setting

State: it is to enable the rule or disable

e Logging: To log the rule

© o N g
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e Priority: A lower value means a higher priority. 0 is the default Value
e Firewall Match:
o Match Internal Address
o Match External Address
o Bypass
e Applied To, leave blank
10. If you have a syslog server configured, select the Enable logging option.
11. When you're done, click Keep then Save changes.

For more information also see the VMware Product documentation

Creating an SNAT Rule
SNAT changes the source IP address of a packet and performs the reverse function for any replies.

When connecting to an external network, such as the internet, to access services (for example, DNS),
you need to define an SNAT rule to translate your internal address into something available on the
external network.

To create an SNAT rule:

1. Inthe Operational Console Virtual Datacenters dashboard, select the OVDC that contains the
edge gateway in which you to create the SNAT rule.

2. Inthe left navigation panel, click Edges.

< All Virtual data centers Site: EUROPE-ML6 | Organization: ORG-TEST | Data center: OVDC-TES

Edge Gateways

it Compute v
VApPS

Virtual Machines

Name > T Status T Scope
Affinity Rules

Ti-test ) Normal ¢ OVDC-T]

@ Networking v

Networks

& storage v

Select Nat tab and add a NEW NAT rule

¥
€ Ti-test

Configuration
General
Rate Limiting

Services Name T  Category T State Y  NAT Action Y  Extemal P Y intemal i T Appikation Y  ExtemalPort v o4

Firewall

IPSec VPN

Load Balancer
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3. Inthe NAT Section, click +SNAT Rule

Add NAT Rule
Name * SNAT-rule
Description

o
NAT Action * SNAT ~
External IP * 10.30.40.99 e

Translated IP or CIDR

Internal IP 192168.1.0/24

Source IP or CIDR

Destination 1P

& Advanced Settings

State [ @)
Logging @ ]
Priority

Firewall Match Match Internal Address v @

Applied To - ~

his NAT rule only for the selected Org Vdc
Only networks with distributed routing
disabled can be used

DISCARD SAVE

4. Inthe NAT Action select the type of nat rule, in this case SNAT

NAT Action * SNAT l
DNAT

External IP * SNAT
NO DNAT

Internal IP NO SNAT
REFLEXIVE

Nestination 1B

N o U

Advance Setting

e Login: To log the rule

State: it is to enable the rule or disable

External IP, this will be the external network (usually named *VCD_CUSTOMER_WAN).
Internal IP, this will be the network or Ip which it is nated to the internet.

e Priority: A lower value means a higher priority. 0 is the default Value

e Firewall Match:
o Match Internal Address
o Match External Address
o Bypass

e Applied To, leave blank

©

When you're done, click Keep then Save changes.

For more information on SNAT see the VMware Product documentation
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Creating an NO SNAT Rule

No-SNAT rules exist to negate existing SNAT rules. So we can create a NO SNAT rule when we want
to avoid a SNAT rule for a specific Destination IP. To do that, we will configure a Priority in Advanced
setting for this NO SNAT that should be lower than the SNAT rule. The default priority is 0 and this will

be the highest priority.

To create an No SNAT rule:

1. In the Operational Console Virtual Datacenters dashboard, select theOVDC that contains the

edge gateway in which you to create the No SNAT rule.

2. Inthe left navigation panel, click Edges.

< All virtual data centers Site: EUROPE-ML6

Edge Gateways

Organization: ORG-TEST

Data center: OVDC-TE{

:ii Compute v
vAppSs
Virtual Machines
Name r v Status Scope
Affinity Rules
Ti-te: 2 (&) Normal ¢y oVDC-T|
@ Networking v
Networks
1
£ Storage v
Select Nat tab and add a NEW NAT rule
¥
€ Ti-test
Configuration
General
Sarvices Name Category T State NAT Action External 1P Internal 1P Application External Port v  od
Firewall
IPSec VPN
Load Balancer

3. Inthe NAT section, click + No SNAT Rule

Add NAT Rule

Name * NO-SNAT-rule

Description

NAT Action * NO SNAT ~

Internal 1P * 192168110
192168.5.20

Destination IP

@ Advanced Settings

State. [ @)

Logging »

Priority

Firewall Match Match Internal Address ¥ @

Applied To

DISCARD SAVE
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55.6

Overview

How to configure IPsec VPN

Operational Console supports the following types of site-to-site VPN:

e Another edge gateway in the same organization

e An edge gateway in another organisation (Equinix or another vCloud service provider)
e A remote network offering IPsec VPN endpoint capability like Cloud Service providers or your

Colocation environment

Depending on the type of connection required, you'll need to complete IP addressing for both ends,
together with a shared secret, and indicate which OVDC networks are allowed to connect to the VPN

link.

Before you begin

Before you start configuring IPsec VPN settings, you'll need to make a note of the IP address of your
edge gateway to use as your tunnel endpoint address:
1. Inthe Operational Console Virtual Datacenters dashboard, select theOVDC that contains the
edge gateway you want to configure.
2. Inthe left navigation panel, click Edges.
3. Onthe Edges page, select the edge that you want to configure.
4. Within the Services tab we can see the IPSec VPN option, and to create a new IPSec VPN,

we have to select "NEW"

All Org VDC Edge
4
<-1.-> T1-test

Configuration
General
Rate Limiting

Services
Firewall
NAT
IPSec VPN

ays > Ti-test

NEW

Name

T State

Configuring edge gateway IPsec VPN settings

1. We need to configure a name, enable the Login if you want to check the logs and we leave

the rest of the options by default

Add IPSec VPN Tunnel

1 General Settings

General Settings

Name * IPSEC-TEST
Description

Security Profile Default

> IKE Profiles
> Tunnel Configuration
v DPD Configuration

Probe Interval (seconds)

CANCEL

NEXT
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2. Peer Authentication Mode
e Pre-Shared Key: The shared secret used to authenticate and encrypt the connection. It must
be an alphanumeric string between 32 and 128 characters that includes at least one uppercase
letter, one lowercase letter and one number. This must be the same on both sites.
Add IPSec VPN Tunnel Peer Authentication Made
[ Senen Jengs Authentication Mede @) Pre-shared Key
2 Peer Authentication Mode Certificate

Pre-Shared Key

o Certificate: To use a certificate, you will have to upload the certificate and the CA certificate.
Add IPSec VPN Tunnel Peer Authentication Mode
1 General Settings
Authentication Mode Pre-Shared Key
2 Peer Authentication Mode @ Certificate
Server Certificate * [ SELECT
ChA Certificate * | SELECT
3. Endpoint Configuration
Add IPSec VPN Tunnel Endpoint Configuration

1 General Settings

2 Peer Authentication Mode

3 Endpoint Configuration

Local Endpoint
IP Address * Enter Local IP Address v @

Networks *

EN

Comma separated CIDRs (i.e. 192168.10.0/24, 212.138.0.0/16

Remote Endpoint

IP Address *

Networks *

Comma separated CIDRs (ie. 192 16810.0/24, 212138 0.0/16;

Remote ID @

Local Endpoint

IP Address: The external IP of your edge gateway (refer to the first steps of this procedure for
more information).

Networks: Enter the organisation networks that can access the VPN (separate multiple local
subnets with commas).
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Remote Endpoint

o |P Address: The external IP of your remote site or on-premises firewall or edge where VPN is
being set up.

o Networks: This is the subnet on your on-premises network that you want to make accessible
from your OVDC. For example, if your on-premises networks sit inside the 172.20.0.0/16 range,
you could enter 172.20.0.0/16 here or limit your entry to a smaller subnet of that, for example
172.20.0.0/25.

¢ Remote ID:

- This remote ID uniquely identifies the peer site and depends on the authentication mode for the
tunnel. If you do not set it, the remote ID defaults to the remote IP address.

- Pre-shared Key - The pre-shared key depends on whether NAT is configured. If you configure
NAT on the remote ID, enter the private IP address of the remote site. Otherwise, use the public
IP address of the remote device terminating the VPN tunnel.

- Certificate - The remote ID must match the certificate SAN (Subject Alternative Name), if
available, or the distinguished name of the certificate used to secure the remote endpoint.

NOTE

The remote ID must match the SAN (Subject Alternative Name) of the remote endpoint certificate, if
available. If the remote certificate does not contain a SAN, the remote ID must match the distinguished
name of the certificate that is used to secure the remote endpoint, for example, C=US,
ST=Massachusetts, O=VMware,OU=VCD, CN=Edgel.

4. When you're done, click Keep to create the edge end of the VPN tunnel then click Save
changes.

Creating the second VPN gateway

You now need to create the endpoint of the VPN tunnel. If this is a differentOVDC, go through the steps
described above again to create the tunnel. When you've done that, you can change your firewall
settings and validate the connection (see below).

If you're connecting to an external data center, you'll need to set up the tunnel on that premises.

Creating an external data center VPN gateway

Although we can't provide specific instructions on setting up an external data centre gateway to connect
to the edge gateway, we've provided information about some configuration requirements below.

IKE Phase 1 and Phase 2
IKE is a standard method for arranging secure, authenticated communications.

Phase 1 parameters

Phase 1 sets up mutual authentication of the peers, negotiates cryptographic parameters, and creates
session keys. The supported Phase 1 parameters are:

e Main mode

o AES/AES256/AES-GCM (user configurable)

o Diffie-Hellman Group

e Pre-shared secret (user configurable)

e SA lifetime of 28800 seconds (eight hours) with no kbytes rekeying
e ISAKMP aggressive mode disabled
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Phase 2 parameters

IKE Phase 2 negotiates an IPSec tunnel by creating keying material for the IPSec tunnel to use (either
by using the IKE phase 1 keys as a base or by performing a new key exchange). The supported IKE
Phase 2 parameters are:

e AES/AES256/AES-GCM (Will match the Phase 1 setting)

e ESP tunnel mode

o Diffie-Hellman Group

o Perfect forward secrecy for rekeying (only if it was turned on in both endpoints)

e SA lifetime of 3600 seconds (one hour) with no kbytes rekeying

e Selectors for all IP protocols, all ports, between the two networks, using IPv4 subnets

Configuring the edge gateway firewall for VPN

When the VPN tunnel is up and running, you'll need to create firewall rules on the edge gateway for
any traffic passing over the tunnel. For how to do this, see How to create firewall rules.

Key points to note:

e You need to create a firewall rule for both directions, that is, from data center toOVDC and
fromOVDC to data center.

e For data center to OVDC, set:
o Source as the source IP range for your external OVDC/data center network
o Destination as the destination IP range for your OVDC network
e ForOVDC to data center, set:
o Source as the source IP range for your OVDC network
o Destination as the destination IP range for your data center/VDC network

Validating the tunnel
When you've configured both ends of the IPSec tunnel, the connection should start without any issues.
To verify the tunnel status in Operational Console:
1. On the Edges page, select the edge that you want to configure and click Configure Services.
2. Select the Statistics tab and then the IPsec VPN tab.

3. For each configured tunnel, if you can see a tick, the tunnel is up and running and operational.
If any other status is shown, you'll need to review your configuration and any firewall rules.

4. You should now be able to send traffic via the VPN.

NOTE
It can take up to two minutes after the tunnel is established to show that the VPN connection is active.

5.5.7 How to create OVDC Distributed Firewall Rules

—i{[HD)
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Overview

On the OrgOVDC level it is possible to use the OrgOVDC distributed firewall to make use of the Micro
Segmentation capabilities in Operational Console.

NOTE
Using Distributed Firewalling requires the MPC Service Option “Distributed Firewall” to be contracted.

Before you begin

e |P set, as a source or destination in a rule, Create an IP Set for Use in Firewall Rules and
DHCP Relay Configuration. IP Sets are often used to group resources outside of the VCD
Organization, like the Internet of comapny WAN. In that case IP addresses or subnets are the
only way to group them.

e Static Group, When using a static groups, a group is created to which one or more networks
are added. When using the static group in a DFW rule, the rule applies to all VMs that are
attached to the networks in the group.

e Dynamic Groups are used to group VM based on VM Name, Security Tag or both. When
creating a Dynamic Group, by default it has single criteria and rule. When needed it can be
extended up to 3 criteria, with 4 rules each.

Creating distributed firewall rules

1. In the Operational ConsoleOperational Console Virtual Datacenters dashboard, select
theOVDC that contains the distributed you want to configure.

2. Inthe left navigation panel, click Networking/Datacenter Groups/Distributed Firewall.
:é: Managed Private Cloud Data Centers Applications Content Hub Libraries Administration Monitor
Networks Edge Gateways Secult-,.' Tags

All Data Center Groups > DCG-name

(’(\é DCG-name svnc  DELETE

General Default Policy Status Enabled

Participating VDCs

Edge Gateway

Distributed Firewall 3 # Name T State T Applications T Context

Security 1 Default_VdcGroup_DCG-name Active
Static Groups
IP Sets

Dynamic Groups

3. Click the + button to add a new row to the firewall rules table.

4. For the New Rule, specify a Name.
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New Rule
Name i Name-Fw-fule
State [ @]

Applications
Context

Source

Destination

Action Allow
IP Protocol IPvd

Logging »

Comments

DISCARD

5. In the Source and Destination fields, specify the source and destination addresses for the

firewall rule.
e Firewall groups

Select Source Firewall Groups

Any Source @ )
Firewall Groups Firewall P Addresses

There aren't any groups available yet, you can create or manage P Sats,

oups OF Static Groups.

DISCARD

e |P sets, select NEW.

AllData ©

ps » DCG-name
@ DCG-name svnc  pELETE

General

Participating VDCs

Edge Gateway Name
Distributed Firewall

Security
Static Groups
IP Sets
Dynamic Groups
Application Port Profiles
Network Context Profiles
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Name, description, IP range or CIDR

New IP Set
Name * IPSet-name
Description
1P Addresses Enter an IPvd or IPvE address. range of DR (T)
SCAR SAVE

e Static Groups, select NEW.

All Data Center Groups » DCG-name

@ DCG-name svnc  DELETE

General

Participating VDCs

Edge Gateway Nama
Distributed Firewall

Security
Static Groups
IP Sets
Dynamic Groups

Application Port Profiles

Network Context Profiles

We add a name, and Save

New Static Group

Hamee * SHatC-group-name

Descrption

S m

Select Manage members to add new member

@ DCG-name  svuc DELETE

General

NEW EDIT manace meseers| [associaten vms|  oeete
Participating VDCs
Edge Gateway Name t v | State
Distributed Firewall O  static-group-name ) Normal

Security
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Select a network to add to the static group

Manage members of group "Static-group-name” >
Show selected
Narme T Status T Galeway CIDR T
MNET-ISOLATE (=) Normal 192.168.1.1/24
NET-ROUTED (=) Normal 192.168.5.1/24
MET-Router2 ) Mormal 192.168.10.1/24
u - 1+ 3 of 3 member(s)
l DISCARD

In Associated VM, you will be able to see which VMs are connected to the networks attached

Associated VMs of group "Static-group-name”

Wirtual Machine T Virtual Application T

WMUBbuntul VAPE1

e Dinamic Groups, select NEW.

All Dnata Center Groups » DCG-name

@ DCG-name sy¥nc  DELETE

General
Participating VDCs
Edge Gateway
Distributed Firewall

Secunty
Static Groups
IP Sets
Dynamic Groups
Application Port Profiles
Metwork Context Profiles

Give a name to the Dynamic group, and select the type of criteria you want to use.

Equinix.com  © 2024 Equinix, Inc.




Miv-EQuUiINIX

EMS - MPC User Guide — Release 1.0

New Dynamic Group

MName * DinamicGroup-Name

Description

VM Criteria
You can add up to 3 criteria, containing up to 4 rules

A
~
VM Ta: ~ Equals bl ) -
. - a ®
Type Operator Input is required
w ((oR ) Criterion 2 il REMOVE
+ ADD RULE
VM Name| w Contains o4 Enter value -
REMOVE
Type Operator Value
~ ((oR ) Criterion 3 i REMOVE
+ ADD RULE
“ Equals v Enter value
Type Operator Value
w
DISCARD

e Firewall IP Addresses, you can add an IP, CIDR or Range and select Keep

Select Source Firewall Groups

»

Any Source

Firewall Groups Firewall IP Addresses

IP Address

i

DISCARD

New Rule

Name Name-FW.-rule

State [ @)

Applications HTTPS

Context

Source Static-group-name

Destination 10.10.20.20

Action Allow v
IP Protocol IPvd w
Logging ()

Comments

Select Action (Allow/Drop/Reject
Ip Protocol (IPV4, IPv6 or both)
Loggin

Select Save

e

Equinix.com  © 2024 Equinix, Inc.

55



mv-EQUINIX

EMS - MPC User Guide — Release 1.0

Other documentations

Where to find Service Description?

You will find the most up to date service description on docs.equinix.com website.

Where to find EMS policy?

You will find it on our website.

Where to find official VMware documentation?

You will find it on https://docs.vmware.com

How to ask for help

Please make sure to open a ticket every time you need help. This is your guarantee that the
right team has received your request and will work on that under the expected SLAs.
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